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Task: Does a premise likely entail a hypothesis?
Premise: The brown cat ran
Hypothesis: The animal moved

Unclear tests of models’
reasoning capabilities
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VerbNet The Romans destroyed the city
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Molly wheeled Lisa to Rachel .
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Someone moved from their location

Pre-Training MNLI ™ Fixed MNLI
At least 100,000 Chinese live 1n Lhasa, out-
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Jordan heard that my skiing skills are really Paper Data
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When asked about the product, Liam said,
Sentiment Analysis “Don’t waste your money”™
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Liam did not like the product




